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a b s t r a c t

We use a simple model to analyse the relationship between ice core temperature proxy data and global
ice volume/eustatic sea-level data over the last glacial cycle (LGC). By allowing the temperature forcing to
be a mix of Greenlandic and Antarctic signals we optimise the proportion of this mixing to fit sea-level
data. We find that sea-level forcing is best represented by a mix of Antarctic and Greenlandic temper-
ature signals through the whole glacial cycle. We suggest that a distinct bipolar switch occurs which links
eustatic sea-level more closely with the Antarctic-like variability during the glacial period (MIS 4, 3 and
2) and more closely to the Greenland-like variability during the last termination (TI) and the interglacial
periods (Holocene and MIS 5). This switch may be caused by the spatio-temporal distribution of ice sheet
collapse perhaps linked to glacial to interglacial changes in deep water distribution in the ocean, which in
turn drive changes in pole-ward heat and moisture transport.

! 2009 Elsevier Ltd. All rights reserved.

1. Introduction

Considerable progress has been made in understanding the
history of global ice volume over the last glacial cycle (LGC) (Figs. 1
and 2) (Bard et al., 1996; Flemming et al., 1999; Hanebuth et al.,
2000; Yokoyama et al., 2000; Chappell, 2002; Waelbroeck et al.,
2002; Siddall et al., 2003, 2004, 2008a,b; Bintanja et al., 2005;
Thompson and Goldstein, 2005, 2006; Peltier and Fairbanks, 2006;
Arz et al., 2007; Rohling et al., 2008). Although insolation forcing
must be an important aspect of the complete climate system it
cannot, on its own explain the complicated nature of the glacial
cycles, rather any theory linking insolation to the glacial cycles
must rely on a sophisticated system of climate feedbacks and
interactions (Paillard, 2001). Rather than attempt a complete
climate model we make the simplifying assumption that the most
direct control on sea-level is temperature. Questions remain about
the temperature variability which forced ice sheet growth, decay
and fluctuation. Whether these changes in ice volume followed
a temperature forcing predominantly like Greenlandic or Antarctic
temperature variability (Figs. 1a,b) during and since the glacial
period has been a particular focus (e.g. Marshall and Clarke, 1999;

Alley et al., 2002; Bintanja et al., 2002, 2005; Schaefer et al., 2006;
Clark et al., 2007). Several authors have discussed the degree to
which records of past temperature variability retrieved from Polar
regions imply comparable variability for hemispheric or global
climates (Denton et al., 2005; Clark et al., 2007).

To further our understanding of these issues we adapt
a minimum-complexity model of global sea-level similar to that
described first by Rahmstorf (2007), which was developed for
applications to the 20th and 21st century sea-level changes. We
extend the model to represent the complete glacial cycle. By
following a Monte–Carlo approach we are able to explore the
model parameter space to ascertain if either the Greenlandic or
Antarctic temperature record is capable of describing the variations
in sea-level over the last glacial cycle, which are dominated by the
growth and decay of the large continental ice sheets. By allowing
the temperature forcing to be a mix of Greenlandic and Antarctic
signals we vary the proportion of this mixing and evaluate
individual simulations against sea-level data, a proxy for global ice
volume changes.

2. Model

Our aim is to describe a simple model which can reproduce
sea-level estimates when forced by alternative temperature
reconstructions. To simplify comparison between temperature
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proxy records they are expressed in non-dimensional units as DT0

so that DT0 ¼ (T " THolocene)/DTLGM. THolocene is defined as the mean
value between 2 ka BP and the pre-industrial period. Temperature
change is expressed non-dimensionally so that DT0 is given by
dividing DT (i.e. T " THolocene) by DTLGM. DTLGM is the difference in
temperature between the LGM and the Holocene epoch. The LGM
temperature is defined as the mean temperature between 25 and
20 ka BP (i.e. we define LGM as between 25 and 20 ka BP). By this
definition the Holocene temperature is 0 and the LGM temperature
is "1 in non-dimensional units for all of the temperature proxy
reconstruction used here. All of the variables used in this paper are
summarized and defined in Table 1.

2.1. Equilibrium sea-level

For the purpose of our model we define a theoretical steady
state that sea-level would achieve given a stable temperature for
a long enough period. We denote this state as ‘equilibrium
sea-level’. We need to define a function to describe the equilibrium
sea-level with respect to temperature change. In order to do this we
consider the existing physical understanding of the response of ice
sheets to climatic change. These include both positive and negative
feedbacks on ice sheet growth (sea-level).

First we consider positive feedbacks. The ice sheet ‘‘surface
albedo effect’’ reduces summertime temperatures in the vicinity of
the ice sheet, thus minimizing ice sheet ablation and therefore
overall ice loss. However, this process also works in reverse as
receding ice sheets have a decreased albedo. This surface albedo

effect is well documented in many ice sheet models and increases
the sensitivity of ice sheets to temperature change (e.g. Oerlemans,
1991; Marshall and Clarke, 1999; Bintanja et al., 2002). A second
positive feedback relates to the height of the ice sheet. As the ice
sheet elevation increases, the area over which snow can accumu-
late also increases. This drives a feedback that increases the
sensitivity of global ice volume to temperature change during
glacial transitions and is also a feature that is reproduced in many
ice sheet models (e.g. Oerlemans, 1991; Marshall and Clarke, 1999;
Bintanja et al., 2002).

Now we consider the contrasting, negative feedbacks which
become significant during periods of maximum ice sheet extent
(low sea-level) and tend to stabilise the relationship between
temperature and sea-level. The latitudinal temperature increase
toward the equator implies that the northern ice sheets have lateral
limits on their growth. Support for this negative feedback is given
by the knowledge that ice sheets tend to nucleate at high latitude
and grow equatorward towards given limits. This pattern of growth
is observed in evidence from glacial deposits (e.g. Lowell, 1995;
Dyke et al., 2002) and has been reproduced in models (e.g. Oerle-
mans, 1991; Marshall and Clarke, 1999; Bintanja et al., 2002).
As well as lateral limits, ice sheets have vertical limits snow
accumulation on ice sheets decreases at very high elevations. This is
a well documented phenomenon known as the elevation-desert

Fig. 2. Comparison of six independent sea-level records with the record of Waelbroeck
et al. (2002). Horizontal grey lines are spaced at 20 m intervals to indicate vertical
scale. All of the records show very similar structure through the last glacial cycle (LGC)
with sea-level low stands during MIS 2 and 4 and relative high stands during MIS 1, 3
and 5.

Fig. 1. Temperature data representative of (A) the AA scenario (EPICA Dome C, EPICA
Community Members, 2004) and (B) the GL scenario (NGRIP, NGRIP Community
Members, 2004). (C) Sea-level data are from Waelbroeck et al. (2002) (purple) except
for the last 19 kyr, which are from coral and other benchmark indicators. References
for sea-level data shown as black symbols are given in the key. The thin purple line
shows the unfilteredWaelbroeck et al. (2002) estimate and the thick purple line shows
the data filtered with a five-point running mean. We use the filtered record for the
analysis presented in this paper.
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effect (e.g. Budd and Smith, 1979; Oerlemans, 1991; Marshall and
Clarke, 1999; Bintanja et al., 2002).

Based on these positive and negative feedbacks, we conclude
that the response of sea-level equilibrium to temperature change is
greatest during glacial transitions and lower during glacial maxima
andminima. Thus, we deduce a sea-level curve that has the gentlest
slope during cold and warm periods and the steepest slope during
intermediate periods. Therefore, we represent the equilibrium sea-
level (Se) as a function of the inverse hyperbolic sin (sinh"1):

Se ¼ A sinh"1
!
DT 0 þ c

b

"
þ d; (1)

where b controls the slope of Se with respect to DT0 and c controls
the midpoint of the transition in Se with respect to DT0. We vary c
and b and then scale A so that Se gives the correct magnitude of
change at the LGM (Fig. 1). The LGM sea-level (SLGM) is therefore an
additional scaling factor in the model. We vary SLGM between "140
and "120 m (Fairbanks, 1989; Yokoyama et al., 2000). The variable
d is adjusted so that Se passes through the Holocene value (i.e.
w0 m). We vary b so that Se passes through the sea-level estimates
for the Last Interglacial (LIG; w125 ka BP) (Fig. 1). The only
completely independent variable in Eq. (1) is therefore c. The
variable c controls the midpoint of the sinh"1 function and is allows
the Se to pass through the range of temperature during the glacial to
interglacial transition. In summary, the variables input to the Eq. (1)
are SLGM and b the other the variables are tuned.

Fig. 3 shows the best 100 of 5000 equilibrium sea-level curves
that are used in this paper based on a least-squares analysis. We
note that the sinh"1 function used here (Eq. (1)) pass through
several independent constraints on equilibrium sea-level (MIS 3
and 5c), indicating that Eq. (1) is supported by the available proxy
estimates for our range of Monte–Carlo simulations.

The response of equilibrium sea-level to temperature change
suggested by eqn.1 and illustrated in Fig. 3 has interesting prop-
erties supported by observational evidence:

(A) Note from Eq. (1) and Fig. 3 that sea-level (i.e. predominantly
ice volume) is most sensitive to temperature for intermediate
sea-levels ("40 to "100 m sea-level) between stadial and inter-
stadial minima and maxima. Oppo et al. (1998) and McManus et al.
(1999) noted that millennial ice rafted debris pulses were present
in the North Atlantic ocean sediments coincident with a distinctive
range of benthic oxygen isotope values in their sediment core. This
range in the benthic oxygen isotope record corresponds closely to
the most sensitive part of the sea-level/temperature curve
described here, which is indicated by the grey band on Fig. 3.
Siddall et al. (2007) noted a period of millennial variability in the
Vostok ice core during MIS 8, which was also within this range of
high sea-level sensitivity to temperature. The coincidence of ice
rafted debris with millennial climate variability suggests a link
between ice sheet instability and millennial climate variability (e.g.
Hemming, 2004). Eq. (1) suggests that the sensitivity of sea-level to
temperature change at intermediate sea-levels may explain why
millennial variability is limited to this same sea-level range. Within
this range ice sheets are relatively unstable, producing rapid
iceberg discharge and provoking millennial variability. Outside this
window the sea-level, i.e. ice sheet response to temperature change
is limited and ice sheets are relatively stable.

(B) Although Quaternary climate fluctuated greatly during
glacial periods, sea-level maxima during successive interglacial
periods vary by less than only w10 m (Martinson et al., 1987;
Shackleton et al., 1990; Pirazzoli et al., 1991; Murray-Wallace et al.,
2002; Siddall et al., 2003; Rohling et al., 2009). This is also true for
sea-level during glacial minima (Martinson et al., 1987; Shackleton
et al., 1990; Rohling et al., 1998; Rohling et al., 2009). Eq. (1) implies
the inference that the similarity between individual sea-level
highstands and lowstands is due to the reduced sensitivity of sea-
level to temperature change during peak interglacial and glacial
maximum periods throughout the late Quaternary.

The qualitative support explained in (A) and (B) increase our
confidence in the ability of our dynamical arguments to represent
the response of sea-level equilibrium to temperature change.

2.2. The time scale of sea-level response

Next we define a response time, s (in units of kyr), which defines
the rate at which the modeled sea-level (Sm) rises in response to an
increase in Se in a similar fashion to Rahmstorf (2007), so that at
time t:

dSm
dt

¼ r,
1
s,

#
Se
$
DT 0ðtÞ

%

" SmðtÞ
& '

r ¼ 1; if Se
$
DT 0ðtÞ

%
> SmðtÞ

0 < r < 1; if Se
$
DT 0ðtÞ

%
< SmðtÞ

(2)

The factor r accounts for the fact that sea-level rise due to ice sheet
decay is faster than sea-level fall due to ice sheet growth (Weert-
man, 1964). In Eq. (2) r is varied between 0 and 1 so that the
sea-level rise is fastest (i.e. over a response time s) following
a period of large warming, while any response to rapid cooling
occurs over a longer response time (i.e. over a response time s/r).

Table 1
Description of variables.

Variable Description Unita Rangeb Sourceb

Prescribed sea-level variables
t Time kyr 0–120 –
SLGM LGM sea-level m "120 to "140 1
SLIG LIG sea-level m 3–6 2
SMIS 3 MIS 3 sea-level m "40 to "90 3
SMIS 5c MIS 5c sea-level m "14 to "17 4
Sproxy Proxy sea-level m "140 to 5 5

Prescribed temperature variables
T Temperature &C – 6
DT (T " THolocene)/DTLGM – – –
DTLGM THolocene " TLGM l

&C 3.3–5.1 7
DTLIG TLIG " THolocene &C 1.5–2.5 8
p Proportion of GL versus AA signal

in the mixed scenario, M
%

Model variables
b Slope of equilibrium sea-level

curve
– 0–0.02 –

c Variable in Eq. (1) – 0.5–1 –
s Sea-level response time kyr 1–5 –
r Ratio of sea-level fall to rise – 0–1 –

Scaled variables
A Scaling of equilibrium sea-level

curve
m – –

d Adjustment of equilibrium sea-level
curve

m – –

Calculated values
Se(DT) Equilibrium sea-level at DT m – –
Sm(t) Model sea-level at time t m – –

1. Fairbanks (1989), Yokoyama et al. (2000). 2. Muhs (2002), Stirling et al. (1998).
3. See Siddall et al. (2009d). 4. Schellman and Radtke (2004). 5. See Fig. 5. 6. See Fig. 5.
7. PMIP2 model estimates, see IPCC (2007). 8. IPCC (2007), Masson-Delmotte et al.
(2006) using 2' polar amplification (e.g. Hansen et al., 2007).

a A dash indicates that the variable is dimensionless.
b The range and source are cited here only if they are prescribed. TheMonte–Carlo

simulations described here are within the stated range of the prescribed variables
shown in bold. Unprescribed variables are generated by the model tuning. The
results in this paper are reproducible without prior knowledge of these variables
and they are not reported here.
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The time constant s is varied between a value of 1 and 5 kyr to cover
a reasonable range of ice sheet response times.

It is not possible to solve Eq. (2) in closed form because r varies
between periods of sea-level increase and decrease. Therefore, sea-
level is given by integrating (2) over time step Dt ¼ 0.1 kyr so that:

Smðt þ DtÞ ¼ SmðtÞ þ r,
Dt
s
,
#
Se
$
DT 0ðtÞ

%
" SmðtÞ

&
(3)

where r takes the appropriate value depending on the sign of
SmðtÞ " SeðDT 0ðtÞÞ. The precise value ofDt that is used has no impact
on our results.

The free parameters in Eq. (3) are r and s. The model does not
show a strong sensitivity to the value of r and therefore the
dominant parameter in Eq. (3) is s (see sensitivity tests in Siddall
et al., 2009a). Because the variables in Eq. (1) are constrained by
observations except for c this means that there are essentially only
two significant free parameters in the model: the response time s
and the midpoint of the equilibrium sea-level curve, c. Given the
relatively small number of free parameters in the model we do not
consider that it is overfitted.

3. Data and simulations

To understand the model response, it is important to develop
a clear understanding of the characteristic temperature variability
that drives the model, as well as the sea-level estimates against

which the model is evaluated (Fig. 1). First we discuss the sea-level
data.

3.1. Sea-level data

3.1.1. The termination and Holocene (19 ka BP1–present)
Observational constraints for (TI/H) (Fig. 1c), here defined as the

period since 19 ka BP, are based on indicators of past sea-level from
sites distant from the major ice sheets (so-called ‘far-field’ sites, see
e.g. Lambeck et al., 2002). Sea-level indicators such as fossil corals
or other depth-dependent coastal deposits reflect isostatic effects
associated with the ice-water surface mass redistribution as well as
variations in global (eustatic) sea-level. Sea-level indicators at
far-field sites are dominated by eustatic effects during the last
deglacial sea-level rise (Fleming et al., 1998; Milne et al., 2002;
Bassett et al., 2005). In the early Holocene, however, rates of
eustatic sea-level rise were reduced and isostatic effects were
relatively strong (Lambeck et al., 2002). For these reasons, we use
estimates of sea-level from far-field sites uncorrected for isostatic
effects for times prior to 9 ka BP (i.e. during TI), and the isostatically
corrected far-field dataset of Flemming (1998) for times since 9 ka
BP (i.e. during the Holocene). By considering several disparate
far-field sea-level records (Bard et al., 1996; Flemming et al., 1998;

Fig. 3. The equilibrium sea-level curves for the best hundred of 5000 simulations as a function of DT0 where DT0 ¼ (T " THolocene)/DTLGM. GL and AA scenarios are given as compared
to TI/H (19 ka BP to pre-industrial) and the LGC (120–19 ka BP) as labelled (see Table 1 for definitions). The crosses are observational estimates during periods that may have been
close to equilibrium sea-level, except MIS 3 where the box represents the range of variability over that period (see Table 1 for values and references). Temperatures either represent
values presented in Table 1 (LIG, LGM) or the mean and standard deviation of the variability in NGRIP and EPICA Dome C combined over the respective periods (Holocene ¼ 7–0 ka
BP, MIS 3 ¼ 60–30 ka BP and MIS 5c ¼ 105–100 ka BP). Sea-levels represent published estimates (see Table 1). MIS 3 and 5c values are not used to constrain the model but are simply
shown here for comparison. The curves are constrained to pass though Holocene, LGM and LIG values. Equilibrium sea-level is given relative to pre-industrial values. The colour
scale gives the R2 value for each of the simulations/periods shown. The grey horizontal band indicates the range of sea-level in which millennial variability occurs (Oppo et al., 1998;
McManus et al., 1999; Siddall et al., 2007).

1 Here BP will refer always to calendar years before 1950.
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Hanebuth et al., 2000; Yokoyama et al., 2000; Peltier and Fairbanks,
2006), our data set does not include significant biases related to
isostatic effects from any particular sample location.

For the period between 120 and 20 ka BP isostatic corrections to
benchmark indicators are more difficult to calculate and there is
only a limited availability of closed-system U/Th coral ages (Cutler
et al., 2003). Open-system effects on U/Th coral dates may be
corrected, resulting in a more complete fossil coral sea-level record
(Thompson and Goldstein, 2005, 2006). However, even this more
complete dataset does not provide a continuous, stratigraphic
context for sea-level variability during the LGC. Instead we opt to
use a continuous record of variability based on the benthic oxygen
isotopes record prior to 20 ka BP (Fig. 1c), as discussed in the next
section.

3.1.2. The last glacial cycle excluding TI/H (LGC, 120–20 ka BP)
The broad stratigraphic structure of sea-level variation over the

LGC has been known for some time. The SPECMAP project (Imbrie
et al., 1984) defined periods of relatively low sea-level by reference
to stacked records of oxygen isotopes as recorded in benthic
foraminifera. MIS 1 (the Holocene Epoch), MIS 3 and 5 were periods
of relatively high sea-level over the last 120 ka, while sea-level was
low during MIS 2 and 4 (Waelbroeck et al., 2002; Cutler et al., 2003;
Siddall et al., 2008a). Many independent sea-level records corrob-
orate this broad structure of eustatic sea-level change over the last
glacial cycle (e.g. Siddall et al., 2007, 2008a). Here we will use the
sea-level estimates for the LGC based on the scaling of benthic
isotopes to sea-level by Waelbroeck et al. (2002), though we also
demonstrate that our result is not sensitive to the choice of benthic
isotope records that we apply.

The approach of Waelbroeck et al. (2002) largely overcomes the
limitations of the benthic oxygen isotope record as a proxy of
sea-level. We refer readers to Waelbroeck et al. (2002) for a more
complete explanation. Here we present a brief outline. Benthic
oxygen isotopes do not show a simple linear response to ice sheet
growth. For example there is a fractionation due to temperature at
the point that oxygen isotopes are incorporated into the tests of
benthic foraminifera (Shackleton, 1974) so that benthic isotope
records represent a conflagration of information regarding deep
ocean temperature and global ice volume. For this reason
Waelbroeck et al. (2002) applied a polynomial scaling to the
benthic isotope record directly to sea-level estimates based on U/Th
dated fossil coral reef data, which are independent of deep sea
temperature. Importantly, by scaling the benthic isotope record to
an extensive set of coral reef data the Waelbroeck et al. (2002)
record is informed by much of our existing knowledge of sea-level
variation throughout the last glacial cycle. Seawater isotopic
composition is known to lag ice volume by several thousand years
due to the ‘legacy effect’ described by Mix and Ruddiman (1984).
Essentially, the mean isotopic composition of an ice sheet is not
a constant but changes through time due to the fact that the initial
snowfall that builds an ice sheet occurs typically close to sea-level,
and so is relatively isotopically heavy. As the ice sheet builds and
gains elevation, the isotopes become more and more depleted so
that after tens of thousands of years, the cores of major ice sheets
are highly depleted. During deglaciation, it is the margins that melt
first, with heavy isotopes, and only much later the highly depleted
isotopes at the cores of the ice sheets are melted. To overcome the
‘legacy effect’ Waelbroeck et al. (2002) applied separate scalings for
the glaciation and the deglaciation, demonstrating the hysteresis
between the benthic isotope record and sea-level during the last
glacial cycle. Local hydrography is known to have important effects
on benthic istotope values in the Atlantic and Indian Ocean basins
(e.g. Lear et al., 2000; Waelbroeck et al., 2002). The Waelbroeck
et al. (2002) sea-level estimates used here make use of benthic

isotope records from the deep Pacific. The deep Pacific is the largest
and least dynamic of any of the ocean basins and it is commonly
assumed that the deep Pacific is not subject to large hydrographic
variations during the glacial cycle. In this regard, the deep Pacific
should be relatively unaffected by changes in hydrography.

To check the reliability of the Waelbroeck et al. (2002) sea-level
reconstruction we compare it to five independent records of
sea-level change during the last glacial cycle (Fig. 2). Fig. 2 shows
sea-level estimates based on: (1) Red Sea oxygen isotope ratios
(Siddall et al., 2003; Arz et al., 2007); (2) a compiled coral record
(corrected from open-system effects on U/Th ages) (Thompson and
Goldstein, 2005, 2006); (3) an alternative scaling of the benthic
oxygen isotope record (Cutler et al., 2003) to coral indicators; (4) an
inverse model of changes in benthic oxygen isotope values based
on the calculation of temperature and isotope fractionation due to
the growth of the Fenno-Scandian and North American ice sheets
(Bintanja and van de Wal, 2008); and (5) a record based on oxygen
isotope records from the Equatorial Pacific with the temperature
component removed using Mg/Ca temperature reconstructions
(Lea et al., 2002). For reference we compare each to the benthic
isotope compilation of Waelbroeck et al. (2002) which was scaled
to fossil coral reef sea-level indicators. There are considerable
similarities between each of these records in terms of the magni-
tude and stratigraphy of the sea-level variability. Therefore, we are
confident that no significant bias exists in our approach as a result
of our choice of sea-level record.

In summary Fig. 2 demonstrates that the use of the Waelbroeck
et al. (2002) record does not bias our results and that their recon-
struction is representative of other published estimates. We choose
this record because it is continuous through the last glacial cycle as
well as benefiting from the available fossil coral reef data (to which
the Waelbroeck et al., 2002 estimate was scaled). The continuity of
the record gives it a strong stratigraphic context (which is some-
times missing from coral reef data in the absence of reef growth
models) and best suits the Monte–Carlo approach we employ here.
Because the comparison with other sea-level reconstructions is
favourable we assume that the uncertainty associated with this
record is stochastic (associated with individual data points) and not
systematic (associated with systematic trends in the difference
with the other reconstructions). For this reason we do not consider
uncertainty in the sea-level reconstruction in this paper. Instead we
concentrate on uncertainties in the variable associated with our
model which are more significant to our conclusions.

3.2. Temperature data

We use temperature data from Antarctic and Greenlandic ice
core records, described further below, to simulate sea-level records
for the last glacial cycle. We recognize that there are uncertainties
in using both Antarctic and Greenlandic temperature proxy records.
Our objective is to present a new approach to evaluate which of the
two scenarios might provide insight into the different forcings of
sea-level over the last glacial cycle.

3.2.1. The scenario forced by Antarctic temperature (‘the AA
scenario’)

We underline that in using Antarctic temperature in our
sea-level model we are not assuming that large proportions of the
glacial to interglacial range in sea-level originated from the
Antarctic ice sheet. Rather we are investigating the extent to which
the temperature variability found in Antarctic temperature records
represents variability at sites distant from Antarctica, as argued by
Clark (2002c), Clark et al. (2007).

We define Antarctic temperature using the EPICA DOME C
deuterium record (EPICA Community Members, 2004). The EPICA
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DOME C record is themost recent of a series of ice core temperature
proxy records developed from Antarctica (Blunier et al., 1998;
Blunier and Brook, 2001; Petit et al., 1999; Brook et al., 2005; EPICA
Community Members, 2006; Kawamura et al., 2007). The similarity
between the EPICA DOME C record and other Antarctic temperature
records is striking, and suggests that the temperature signature
recorded by Antarctic ice cores represents a wide geographical area
(Vimeux et al., 2001; EPICA Community Members, 2004; Jouzel
et al., 2007). A recent study used a coupled GCM model to suggest
that the EPICA deuterium proxy may represent the climate of large
areas of the Pacific Ocean (Jouzel et al., 2007). Clark (2002c), Clark
et al., 2007 considered the extent to which the Antarctic ice core
proxies can be considered a ‘global signal,’ and gave the label
‘southern mode’ to temperature changes inferred from the
Antarctic ice cores. We refer to this situation as the ‘AA scenario,’
whereby global ice volume is forced by the EPICA Dome C
temperature reconstruction. Because Antarctic-like mode of
climate variability is found in many climate proxies which are
sensitive to changes in different seasons across a broad swathe of
the planet (Clark 2002c, Clark et al., 2007) we assume that the D–O
events affect both annual average and seasonal temperatures.

Bintanja et al. (2005) ran an inverse model to calculate
temperature and ice volume from the benthic oxygen isotope
record. The temperature record generated in this way bears
a striking similarity to the Antarctic temperature record, indicating
that it is the Antarctic temperature variation that closely reflects ice
volume variation during the last million years. However, the
Bintanja et al. (2005) model did not consider millennial variability,
or the last glacial cycle in detail. Instead, this study focused on
multiple glacial cycles rather than the specific details of variability
within the glacial cycles.

Clark et al. (2007) provided an additional argument in support
of the ‘AA’ scenario. They suggested that sea-surface temperatures
in the equatorial Pacific, which resemble the Antarctic temperature
signature, drove the mass balance of the Laurentide and Fenno-
Scandinavian Ice Sheets. However, whether the AA temperature
variability adequately characterized the temperature over the
Laurentide Ice Sheet, the major cause of eustatic sea-level change
during the glacial cycles, remains a matter of debate (Arz et al.,
2007; Rohling et al., 2008).

13.2.2. The scenario forced by Greenlandic temperature
(‘GL scenario’)

Temperature fluctuations recorded in the NGRIP ice core are
similar to those determined from other ice cores from Greenland,
and thus can be taken to represent a broadly regional signal
(Andersen et al., 2006; Svensson et al., 2006). For the period since
40 ka BP the various age models for the Greenlandic ice core
records are in agreement on the timing of Greenlandic temperature
fluctuations (Andersen et al., 2006; Svensson et al., 2006). However,
prior to 40 ka BP the age models for the Greenlandic ice core
records diverge (Andersen et al., 2006; Svensson et al., 2006).
Furthermore, the NGRIP isotope record has been shown to repre-
sent the broader ‘northern mode’ northern hemisphere tempera-
ture variability (Clark 2002c, Clark et al., 2007), and includes as the
classic abrupt climate changes known as ‘Dansgarrd–Oeschger’ or
‘D–O events’ (Dansgaard et al., 1984, 1993; Oeschger et al., 1984).
D–O events appeared to have an impact on the Asian monsoon
(Wang et al., 2001). The spatial extent of this signal has been
considered in detail by Denton et al. (2005) and Clark (2002c, Clark
et al., 2007). Schmittner et al. (2003), Stocker and Johnsen (2003)
and the EPICA team (2006), among others have also suggested that
D–O variability propagates into the southern hemisphere as a lag-
ged and damped signal of opposite sign, as recorded in the
Antarctic ice core record. Greenland is situated close to the former

limits of the Laurentide and Fenno-Scandinavian Ice Sheets, and
thus Greenlandic ice core temperature records have been used in
multiple studies (e.g. Marshall and Clarke, 1999; Bintanja et al.,
2002; Johnson and Fastook, 2002) to drive northern hemisphere ice
sheet models. We label this scenario, which is driven by the NGRIP
temperature record, the ‘GL scenario’. Because the D–O events are
found in many climate proxies which are sensitive to changes in
different seasons across a broad swathe of the planet (Clark 2002c,
Clark et al., 2007) we assume that the D–O events affect both
annual average and seasonal temperatures in gross terms. Note that
we are concerned with the gross characteristics of the D–O events,
rather than more subtle, local and seasonal differences.

The interaction between sea-level fluctuations and the D–O
events has been the focus of much debate (see Siddall et al., 2008b
for a recent summary). Cold D–O stadials are generally considered
to be themselves caused by iceberg discharge related to ice sheet
dynamics (e.g. Hemming, 2004). It may be incorrect to use
a temperature record which is possibly affected by ice sheet
instability to simulate ice sheet growth. It has been pointed out by
Knutti et al. (2004) and Siddall et al. (2008b) that the duration of
the D–O stadials is proportional to the amplitude of sea-level rise
which may be associated with each stadial. Similarly the duration
of the D–O stadials is proportional to the amplitude of Antarctic
warming which may be associated with each stadial (Stocker and
Johnsen, 2003; EPICA, 2006). In summary, both Antarctic temper-
ature and sea-level scale according to the duration of the D–O
stadials so the D–O stadials can be explained if sea-level rise is
driven by Antarctic-like temperature variability. This possibility is
accounted for in the AA and mixed scenarios described in this
section.

A comment is required on the effect of seasonal biases in the GL
scenario. Denton et al. (2005) suggested that mean-annual
temperatures inferred from Greenlandic ice cores were weighted
towards extremely cold winter temperatures during abrupt stadial
events. Because summer temperatures affect the melting of ice
sheets Denton et al. (2005) consider them to be relatively more
important than winter-time temperatures for ice sheet mass
balance. Therefore, the argument of Denton et al. (2005) suggests
that the GL scenario may not be necessarily the most appropriate
record to use to represent the sea-level (ice volume) forcing during
this period of time – GL temperature reconstructions may not be
representative of the summer time temperatures which are a key
influence on ice sheet mass balance. However, Denton et al. (2005),
make this conclusion tentatively because of the large diversity of
marine and terrestrial proxy records in the northern hemisphere
which contain pronounced D–O variability. Indeed temperature
reconstructions which do not contain the strong seasonal bias
outlined by Denton et al. (2005) also contain a strong signal of D–O
variability with similar large amplitude to the GL records (e.g.
Shackleton et al., 2000; Pailler and Bard, 2002).

3.2.3. The mixed scenario
We consider a third alternative that mixes varying proportions

of the AA and GL scenarios. We call this the ‘mixed scenario’. This
approach is useful because, for example, it allows for the suggestion
of the GL record being strongly biased by winter temperatures
(Denton et al., 2005) by effectively reducing the magnitude of the
GL forcing relative to that of AA. Clark et al. (2007) consider EOF
analyses of many globally distributed climate records and find that
a significant number of these can be described as a mix of northern
and southern mode influences (i.e. AA and GL scenarios) indicating
that our mixed scenario is physically reasonable. Clark et al. (2007)
point out that both AA and GL scenarios actually share some aspects
in common and are not simply ‘end members’ of the climate
system. Barker and Knorr (2007) identify a clear AA signal in the GL
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variability by removing the step-like jumps in temperature in the
GL signal. Most significantly for last glacial termination (Alley et al.,
2002) and for the last four glacial terminations (Paillard, 2001), the
initial warming is synchronous in both the GL and AA records until
the rapid warming of the northern hemisphere at the Bolling–
Allerød. We note therefore that this mixed scenario has a strong
basis in existing observations and previously published
conclusions.

To consider the relative influence of GL and AA scenarios on
global sea-level both the NGRIP and EPICA Dome C we define a new
mixed record, DT0M. This synthetic temperature record is defined
according to a constant mixing proportion, p, between 0 and 1 so
that: DT0M ¼ pDT0GL þ (1 " p) DT0AA. The mixing proportion p is an
additional model variable in the mixed scenario.

3.3. Simulations

We analyse two time periods using the model. We extend the
analysis of TI/H (20 ka BP–present) first presented by Siddall et al.
(2009a) to include the mixed scenario and also consider the period
from the glacial inception until TI (120–20 ka BP). By following
aMonte–Carlo approach rather than the least-squares optimisation
of Siddall et al. (2009a) we are able to explore the behaviour of the
model with respect to a broad range of parameters.

For each scenario we carry out 5000 simulations, randomly
varying the free parameters in the ranges given in Table 1. Each
parameter is kept constant for the duration of each simulation. Each
simulation is evaluated using the coefficient of regression, R2.
Although R2 would in most cases show a bias towards the model
simulating the amplitude of large changes, in the case of our model
the amplitude of glacial to interglacial changes is prescribed by
Eq. (1). Therefore R2 differentiates simulations during periods of
change (rather than simply the amplitude of the change). These
periods are the focus of our interest. Although R2 might be expected
to be relatively high in each of our simulations because the
amplitude of the glacial to interglacial change is prescribed, the
difference in R2 between simulations should reasonably differen-
tiate the more representative simulations.

In summary, for each of the 5000 simulations in each scenario,
a new equilibrium sea-level curve, response time and ratio
between rising and lowering sea-level are randomly prescribed and
evaluated. Optimal solutions are calculated from the mean of the
best ten simulations weighted to the R2 for each simulation.

4. Results

4.1. Termination I and Holocene (TI/H, 20 ka BP–present)

The least-squares optimisation of Siddall et al. (2009b) concluded
that the dominant control on sea-level during the glacial termination
was the GL mode of climate variability. The Monte–Carlo analysis
presented here supports this conclusion (Figs. 3 and 4). For themixed
scenario the optimal solution suggests that there is only a 15:85 ratio
ofAA:GL influence on the sea-level duringTI. Key stratigraphic events
in the sea-level curve during TI are well described by the GL scenario
(i.e. LGM, Bolling–Allerød, Younger Dryas, Holocene). For example,
the model captures a rapid increase in sea-level subsequent to Bol-
ling–Allerød time. This rise slows to a stillstand or even slight
((10 m) sea-level drop during Younger Dryas time. Finally, during
the rapid warming subsequent to the Younger Dryas, sea-level rises
rapidly once more. These events are not well described by the AA
scenario.

Unlike later events in the ice core records, thewarming between
20 and 15 ka BP is common to both the AA and GL scenario
(as noted in Section 2.2.3). In response to this early warming

sea-level starts to rise at 20 ka BP in both scenarios, in agreement
with indications from moraine data from the Laurentide Ice Sheet
(Denton et al., 1999; Dyke et al., 2002).

4.2. The last glacial cycle (LGC) excluding T1/H (120–20 ka BP)

4.2.1. The complete LGC (120–20 ka BP)
Figs. 3 and 5 showmodel simulations of the LGC excluding T1/H

(120–20 ka BP). These simulations are evaluated and the optimal
simulations are found for the mixed scenario with 41:59 ratio of
influence of the AA compared to the GL scenario. This differs from
TI/H when the optimum solution was found with a 15:85 ratio of
influence for AA:GL variability.

The cold period associatedwithMIS 4 is registered differently by
Greenland and Antarctic temperature records. In Greenland, the
cold period associated with MIS 4 was longer and colder than in
Antarctica (Figs. 1a,b). In fact, the cold period associated with MIS 4
was longer and colder thanMIS 2. In contrast, in Antarctica, the cold
period associated with MIS 4 was shorter and generally warmer
than MIS 2. Sea-level changes during MIS 4 may therefore help to
discriminate between the dominant sea-level forcings during the
LGC. The long, cold MIS 4 in the GL scenario results in simulated
sea-levels which are lower than proxy estimates because the model
has more time to equilibrate to an equilibrium sea-level which is
lower than that observed (Fig. 5). The comparatively short, warm
MIS 4 in the AA scenario (compared to the GL scenario) is more
easily reconciled with sea-level proxy estimates during the LGC
because themodel has less time to equilibrate to a sea-level and the
equilibrium sea-level is only a little lower than the observed
sea-level. The links between MIS 4 sea-level estimates and
Antarctic temperature variability explain in part why sea-level is
weighted to the AA scenario during the LGC compared to TI/H.

14.2.2. Varying contributions through the LGC prior to T1/H
(120–20 ka BP)

To understand the time-variable influence of Greenlandic and
Antarctic temperatures on sea-level, we consider further the LGC in
distinct time slices. This allows us to determine whether the
influence of the GL versus AA variability varies over the LGC in
a systematic fashion. We consider four overlapping phases of the
LGC over periods 50 kyr in duration (69–19, 87–37, 103–53 and
120–70 ka BP). These results are shown in Fig. 6.

The period 120–70 ka BP encompasses MIS 5 and is dominated
by the influence of the GL scenario (29:71 ratio of influence of
AA:GL). The period 103–53 ka BP largely covers MIS 5 but also
includes MIS 4 and a portion of MIS 3. The dominance of the GL
scenario is similar for this period as for the period from 120 to 70 ka
BP (29:71 ratio of influence of AA:GL). The period 87–37 ka BP
represents the transitions between MIS 5, 4 and 3. The influence of
the GL and AA scenarios are balanced (61:39 ratio of influence of
AA:GL). This period represents a transition between a period
dominated by GL forcing and a period dominated by AA forcing. The
period 70–20 ka BP encompasses MIS 4, 3 and 2 and is dominated
by the influence of the AA scenario, although the GL scenario still
plays some role (71:29 ratio of influence of AA:GL).

To summarise, the influence of GL and AA variability during the
LGC appears to loosely track the MISs. During the interglacial
period MIS 5 and T1 (i.e. the transition between MIS 2 and 1)
Greenlandic temperature is the dominant control on sea-level
variability. However, during the cold stages MIS 4, 3 and the LGM
(the early part of MIS 2) sea-level is dominated by Antarctic
temperature with some influence from Greenlandic temperature.
We term this change between glacial and interglacial/termination
conditions the bipolar switch. The bipolar switch occurs when the
dominant influence on sea-level ‘switches’ between Antarctic and
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Greenlandic temperature influences. We suggest that this bipolar
switch provides insight into the mechanisms that influence the
transition between glacial and interglacial climate states.

5. Synthesis and discussion

5.1. Construction of a ‘bipolar switch’ sea-level model

Given the suggestion for the existence of a bipolar switch in the
results presented in Section 4 we construct a scenario for which we
evaluate the model differentially depending on the period in
question. This scenario represents the mixed scenario in two
separate segments. One segment is made up of the interglacial
periods and the termination MIS 1, 5 and TI/H. The second segment
is made up of MIS 2, 3 and 4. In each of these two segments the
proportion of GL versus AA influence differs, as shown in Fig. 7.
During the glacial periods the AA scenario dominates (76% of the
variability is controlled by the AA scenario) while during the
interglacial periods the GL scenario dominates (84% of the vari-
ability is controlled by the GL scenario).

This simulation can be regarded as optimal with 95% of the
variability in the sea-level estimates presented explained by the
model. This represents an improved representation of sea-level
estimates over all LGC simulations, and is comparable to the
optimal simulations for TI/H.

5.2. Changing influences on ice sheets over the glacial cycle

Previous work on simulating sea-level over the last glacial cycle
has often assumed that Greenlandic ice core temperature recon-
structions can be used to force ice sheet models (e.g. Marshall and
Clarke, 1999; Bintanja et al., 2002). More recently results from
modelling the relationship between Red Sea oxygen isotopes and
sea-level have suggested that in fact sea-level may respond to AA
variability during MIS 3 (Rohling et al., 2008). Other work on the
Red Sea has concluded that sea-level responded to GL variability
(Arz et al., 2007). We refer readers to Rohling et al. (2008) for a full
discussion of recent Red Sea results but here we note that recent
evidence brings into question the simple assumption that sea-level
responds to GL variability. Indeed, the modelling work of both Clark
et al. (2007) (for MIS 3) and Bintanja et al. (2005) (for the last Myr)
concluded that ice sheets respond to AA variability. Our results are
in broad agreement with these conclusions during the glacial
period but we find that ice sheets respond to GL variability differ-
ently during the termination. We therefore suggest a more
complicated picture where by the influence of AA and GL variability
varies through the glacial cycle.

5.3. Causes of the bipolar switch

5.3.1. Characterising the climate states across the bipolar switch
Here we consider evidence of significant differences in the

distribution of water masses and changes in the temperature and

Fig. 4. Model output for best one hundred of 5000 simulations of TI/H for the AA scenario, the GL scenario and mixed scenarios. The colour scale represents the model fit to data, as
measured by R2. The grey bars represent stratigraphically distinct periods during TI/H as labelled. The sea-level data is shown as the black symbols referenced in Fig. 2c. The ratio
noted in the plot of the mixed scenario represents the proportion of the AA scenario affecting the signal compared to the GL scenario. This value is the mean of the best ten
simulations weighted to the R2 for each simulation.
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salinity of the deep ocean between glacial and interglacial periods
and link these differences to the bipolar switch.

Studies of benthic isotopes in the deep Pacific support the
concept of changes to AABW during the glacial period, as will be
outlined in this paragraph. By comparing these records to inde-
pendent sea-level reconstructions several authors have attempted
to reconstruct deep ocean temperatures in the deep Pacific during
the LGC (Chappell and Shackleton, 1986; Waelbroeck et al., 2002;
Cutler et al., 2003). Each of these reconstructions suggests that the
deep ocean temperature was stable and approximately 2 &C cooler
than the Holocene during the glacial period (MIS 4, 3 and 2) so that
the deep Pacific was close to freezing point. Interestingly the
transitions in temperature in the deep Pacific coincide with the
periods at which we suggest the bipolar switch operates (Fig. 8b).
Although temperatures during MIS 5d–5a are close to the glacial
cold state they never quite transition to them until the MIS 5a–4
transition. Results comparing sediment pore water oxygen isotopes
with oxygen isotopes in benthic foraminifera in the same core
confirmed that the deep Pacific was approximately 2 &C cooler
during the LGM compared to the Holocene period (Adkins et al.,
2002; Adkins and Schrag, 2003). However, this study did not
consider the LGC prior to the LGM. If the deep Pacific was indeed
close to freezing point during the glacial period this links the deep
ocean circulation with changes in sea ice formation in the SO
because it results in the formation of deep water masses which are
close to freezing point – i.e. deep circulation and sea ice formation
in the SO switch at the same moment as the bipolar switch (Fig. 8).
But could changes in ocean circulation account for the glacial
cycles? Siddall et al. (2009a) recently extended the work of

Waelbroeck et al. (2002) to the last 5 Ma and found that the glacial
switch in deep Pacific temperatures coincides with the onset of the
Quaternary glacial cycles across the Mid-Pleistocene transition.

Lowell et al. (1995) and Denton et al. (1999) considered the
relationship between changes in ocean circulation linked to the
bipolar seesaw and the growth of the large continental ice sheets.
The bipolar seesaw drives changes in climate which are out of
phase between the northern and southern hemispheres (e.g. Alley
et al., 2003; Schmittner et al., 2003; Stocker and Johnsen, 2003).
They concluded that such asynchronous changes cannot account
for the near synchronous deglaciation across hemispheres (e.g.
Schaefer et al., 2006). However, the discussion in the paragraphs
above suggest that changes in deep ocean circulation linked to the
glacial period were not uniquely related to the bipolar seesaw.
Instead, observations suggest that the glacial deep ocean circula-
tion was different to modern circulation in many respects and may
well have been less efficient at distributing heat to the polar regions
in general, regardless of hemisphere.

Mapping of watermass signatures at the LGM shows that NADW
shoaled and thinned and became Glacial NADW (GNADW) (Curry
and Oppo, 2005). Concurrently, AABW penetrated further north
(Curry and Oppo, 2005) and became relatively cold (even close to
freezing) (Adkins et al., 2002; Adkins and Schrag, 2003). The
residual temperature record from the deep Pacific suggests that the
transitions to and from this glacial deep ocean may have occurred
at the end of MIS 5 and during TI (Fig. 8b) (Chappell and Shackleton,
1986; Waelbroeck et al., 2002; Cutler et al., 2003). We suggest that
the ‘bipolar switch’ occurs at these same periods. This implies that
the AA scenario is the dominant influence on sea-level when the

Fig. 5. Model output for best one hundred of 5000 simulations for the AA, GL and mixed scenarios (as labelled). The colour scale represents the model fit to data, as measured by R2,
evaluated over the LGC (120–19 ka BP). The grey bars represent MIS as labelled. Sea-level estimates fromWaelbroeck et al. (2002) are shown as a black line and are used to evaluate
the model simulations. The data over TI/H (as shown in Fig. 2c) is shown as a grey line but this is not used to evaluate the model. The ratio noted in the plot of the mixed scenario
represents the proportion of the AA scenario affecting the signal compared to the GL scenario. This value is the mean of the best ten simulations weighted to the R2 for each
simulation.
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ocean circulation is in a glacial configuration and the GL scenario
controls sea-level when the ocean circulation is in an interglacial or
transitional configuration.

There are similarities between the suggestions in the para-
graphs above and those of Denton (2000). Like Denton (2000) we
suggest a ‘switch’ between glacial and interglacial states linked to
the deep ocean circulation. However, Denton (2000) argued that
the GL temperature reconstructions represented the dominant

temperature forcing on sea-level during the glacial period. We
suggest that the same deep ocean circulation ‘switch’ which
Denton (2000) suggest characterises the interglacial/glacial tran-
sitions, also switches the dominant temperature forcing on the ice
sheets between GL and AA modes.

Perhaps the clearest indication of a link between ocean circu-
lation and ice sheet formation is suggested by the work of Clark
et al. (2007). These authors suggest links between AA variability
during MIS 3 and ice sheets via a link between sea-surface
temperature in the equatorial Pacific and surface mass balance over
the Laurentide Ice Sheet. In turn equatorial Pacific temperatures are
suggested to respond to SO temperatures via the upwelling of
Antarctic Intermediate Water at the equator. We suggest that this
link between SO temperatures and the major ice sheets of the
northern hemisphere could also be in effect during MIS 4 and 2 but
break during the termination and interglacial period when changes
in the North Atlantic dominate.

5.3.2. Triggers for the bipolar switch – insolation and sea ice
The SPECMAP project assigned a time scale to the MISs based on

the summer insolation at 65&N (Martinson et al., 1987; Shackleton
et al., 1990). That the bipolar switch appears to operate at the
transitions between MISs may link the change in GL versus AA
influences to changes in orbital parameters driving the climate
across some threshold. For example, a threshold forcing at which
the bipolar switch operates may be due either to the direct influ-
ence of insolation on (northern hemisphere) ice sheet growth or
may also be linked to other changes in the ocean/atmosphere
system. Here we discuss this possibility.

Fig. 6. Model output for best one hundred of 5000 simulations for the mixed scenarios (as labelled). The colour scale represents the model fit to data for each period, as measured
by R2. The ratios noted in each plot represent the proportion of the AA scenario affecting the signal compared to the GL scenario. These values are the mean of the best ten
simulations weighted to the R2 for each simulation.

Fig. 7. Model output for best one hundred of 5000 simulations for the optimal scenario
(as labelled). This scenario represents the mixed scenario in two separate segments. One
segment is made up of the interglacial periods and the termination MIS 5 and TI/H.
The second segment is made up of MIS 3 and 4. In each of these two segments the
proportion of GL versus AA influence differs. The colour scale represents the model fit to
data, as measured by R2. The grey bars and labels represent the Marine Isotope Stages
(MIS). The ratios noted in each section represent the proportion of the AA scenario
affecting the signal compared to the GL scenario. These values are the mean of the best
ten simulations weighted to the R2 for each section.
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Hansen et al. (2007) suggested that the termination of glacial
periods is linked to variations in sea ice formation in the SO driven
by insolation variations at 75&S during the austral spring. It may be
the case that such changes engender glacial terminations by driving
changes in the Antarctic ice sheet (e.g. Clark et al., 2002a,b; Weaver
et al., 2003). Could increases in SO sea ice formation have brought
about the glacial advance and driven the bipolar switch? There is
evidence to support this claim in the dramatic increase in salt
deposited in the EPICA ice core at the MIS 5/4 transition and
decrease following the LGM (Fig. 8d), which has been linked to sea
ice formation (Wolff et al., 2006; Hansen et al., 2007). Such
a change in sea ice formation in the SO would dramatically change
the formation of Antarctic Bottom Water (AABW) and thereby
dramatically change the deep ocean circulation during the glacial
period. This concept bears a close similarity with the conceptual
modelling work of Paillard and Parrenin (2004) who developed
a simple threshold model to determine the extent of deep water
formation in the Southern Ocean during the glacial period. We
suggest that such thresholds may in effect drive the bipolar switch.

Alternatively sea ice extent in the high latitude North Atlantic
may reduce the formation of North Atlantic Deep Water during the
glacial period, reducing the meridional overturning in the Atlantic
and the northward heat flux related to it (see for example, Gildor
and Tziperman, 2001). Changes to NADW formation may further
limit the formation of Antarctic Intermediate Water (AAIW) and
promote the formation of AABW during glacial phases. This tallies
closely with the results of experiments using the CLIMBER model
(Ganopolski and Rahmstorf, 2001) which show that significant
changes in the deep circulation of the Atlantic are associated with

the southward migration of deepwater formation zones once the
high latitude north Atlantic is insulated from the atmosphere by
permanent sea ice. Whether driven from the north Atlantic or SO,
thresholds related to sea ice formation seem reasonable candidates
to transition the ocean between glacial and modern states and
trigger the bipolar switch.

5.3.3. A note on the seasonality hypothesis
A significant alternative explanation to the bipolar switch

hypothesis is that the reduced influence of the GL scenario on
sea-levels during the glacial period suggested by our model is in
fact a result of a seasonal bias in the GL record during the cold
periods associatedwith Heinrich events (Denton et al., 2005). In the
case of our model results this implies that the sea-level data require
a reduced influence of the NGRIP record because fluctuations in
Greenland are actually smaller during the LGC than those suggested
by the GL records (which are seasonally biased). However, it is the
duration as well as the magnitude of the cold period that drives
excessively low sea-levels during MIS 4 in the GL scenario (see
Section 4.2.1) because the duration of the cold period dictates the
amount of ice sheet growth that can be attained for a given ice
sheet response time. This is demonstrated quantitatively in Fig. 5
where the GL scenario features sea-level some tens of meters lower
than the AA scenario because of the extended cold period associ-
ated with MIS 4 in the GL compared to the AA temperature records.
Because the seasonality hypothesis does not have implications for
the duration of cold periods but only their magnitude it remains
difficult to explain our results using simply the seasonality
hypothesis during the glacial period. Instead the bipolar switch
must play a role.

Although it is difficult to reconcile our model results with the
seasonality hypothesis during MIS 4, this is not the case during T1.
During T1 themost important factor influencing the model result is
the timing, rather than the magnitude of the warming events
associated with the Bolling–Allerød and post Younger Dryas period.
This is because sea-level is not at equilibrium during T1 but lags
rapid changes in temperature (i.e. the sea-level does not have time
to equilibrate with sea-level during T1). The seasonality hypothesis
reduces the magnitude of cooling events but does not alter the
timing of events and so our model results are consistent with the
implications of the seasonality hypothesis during T1.

5.4. Ice sheet contributions

Work is ongoing to identify the ice sheets responsible for
sea-level variability during the last glacial cycle. Techniques include
sea-level fingerprinting using models of isostatic rebound during
the termination (Peltier, 1998; Clark et al., 2002a,b; Bassett et al.,
2005). Previous to the termination, attribution techniques include
the use of marine oxygen isotope records in the vicinity of the ice
sheets as tracers of ice sheet decay (Rohling et al., 2004; Roche
et al., 2004) and the direct modelling of ice sheet contributions to
sea-level (Marshall and Clarke, 1999; Bintanja et al., 2002, 2005).
Although there is consensus on the general proportions of the total
ice distribution at the LGM (most of the relative increase in ice
volume compared to today was situated over North America and
Northern Europe; Peltier, 1998; Bintanja et al., 2002, 2005) the
exact contributions are contested and none of the techniques listed
here is conclusive. Our modelling results do not attribute changes
in sea-level to any particular ice sheet and much further discussion
of this issue is beyond the remit of this paper. However the
suggestion of Weaver et al. (2003) that the deep ocean circulation
was invigorated by a meltwater pulse originating from the
Antarctic ice sheet would tally with our results well.

Fig. 8. Time series of data discussed in the text. (A) The sea-level estimates used to
evaluate the model as referenced in Fig. 2. (B) The temperature residuals after
removing the sea-level component from the benthic isotope record in the deep Pacific
(Waelbroeck et al., 2002). (C) Ca flux in the EPICA Dome C ice core record, a proxy for
the flux of continental dust (Wolff et al., 2006). The dust in Antarctica has been
isotopically linked to a Patagonian source with peak concentrations, possibly corre-
sponding to windblown material produced during glacial periods (Basile et al., 1997).
(D) Na flux in the EPICA Dome C record, a proxy for SO sea ice (Wolff et al., 2006).
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5.5. Limitations of the model – scope for further study

Although our optimal model scenario describes much of the
sea-level variability during the LGC, open questions remain. For
example, exactly when did the switches occur? The chronology
discussed here is based on the events of the termination, rather
than their absolute date (i.e. post LGM, MIS 5/4 transition).
However, the precise timing and duration of the LGM is only known
to within several thousand years, as is the start of the major ice
sheet growth during the transition between MIS 4 and 3. Stott et al.
(2007) link major warming of the deep Pacific Ocean to warming
events in the Southern Ocean which affected deep water formation
between w19 and 17 ka BP. As noted the warming between 20 and
15 ka BP is common to both GL and AA variability (Paillard, 2001;
Alley et al., 2002). Although linking the bipolar switch to changes in
deep water formation in the Southern Ocean seems reasonable,
such a link remains speculative and any timing for the switch taken
from such studies relies on the additional assumption of a link
between the bipolar switch and deep ocean circulation.

Yokoyama et al. (2000) published evidence for a rapid rise in
sea-level of some ten meters or so at 19 ka BP. The simple model
presented here captures much of the sea-level variation over the
last glacial cycle but is not subtle enough to capture the rapid rise in
sea-level at 19 ka BP. This might be because the GL scenario does
not include a significant warming at 19 ka BP. The AA scenario
based on the EPICA Dome C temperature record does not contain
a significant warming at 19 ka BP but Antarctic temperature
reconstructions differ on the precise sequence of warming during
this period (Brook et al., 2005) and it is possible that our choice of
AA record affects our result at 19 ka BP. It is possible that the rapid
rise in sea-level at 19 ka BP is a result of the bipolar switch and is
missed in our model because the bipolar switch itself is assumed
not to affect sea-level at the LGM. We must underline though that
the simple model described here does not include the many
complexities of ice sheet dynamics (e.g. Marshall and Clarke, 1999;
Bintanja et al., 2002; Johnson and Fastook, 2002).

It is possible that the 19 ka event does not relate to temperature
reconstructions in a simple way and this is an interesting question
to tackle in future studies.

6. Conclusions

We have considered the varying influence of Greenlandic and
Antarctic temperature variability during the LGC and TI/H using
a minimum-complexity model linking eustatic sea-level to
temperature variations. Using ice core temperature data to force
the model we are able to represent 95% of the sea-level variability
during the LGC and TI/H. This suggests that ice core temperature
reconstructions have important implications for broader changes in
global climate. That is, our findings support that these two
temperature proxies, from Antarctica and Greenland, are repre-
sentative of changes in regions distant from the poles, in agreement
with the findings of Clark et al. (2002a,b, 2007).

We suggest that glacial sea-levels are dominantly controlled by
temperature variability characteristic of the AA scenario and
sea-levels during interglacial periods/terminations are primarily
controlled by temperature variability characteristic of the GL
scenario. We call this change in dominance the bipolar switch.
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Vinther, B.M., 2006. The Greenland Ice Core Chronology 2005, 15–42 ka. Part 2:
comparison to other records. Quaternary Science Reviews 25 (23–24),
3258–3267.

Thompson, W.G., Goldstein, S.L., 2005. Open-system coral ages reveal persistent
suborbital sea-level cycles. Science 308 (5720), 401–404.

Thompson, W.G., Goldstein, S.L., 2006. A radiometric calibration of the SPECMAP
timescale. Quaternary Science Reviews 25 (23–24), 3207–3215.

Vimeux, F., Masson, V., Delaygue, G., Jouzel, J., Petit, J.R., Stievenard, M., 2001. A
420,000 year deuterium excess record from East Antarctica: information on
past changes in the origin of precipitation at Vostok. Journal of Geophysical
Research-Atmospheres 106 (D23), 31863–31873.

Waelbroeck, C., Labeyrie, L., Michel, E., Duplessy, J.C., McManus, J.F., Lambeck, K.,
Balbon, E., Labracherie, M., 2002. Sea-level and deep water temperature
changes derived from benthonic foraminifera isotopic records. Quaternary
Science Reviews 21, 295–305.

Wang, Y.J., Cheng, H., Edwards, R.L., An, Z.S., Wu, J.Y., Shen, C.C., Dorale, J.A., 2001. A
high-resolution absolute-dated Late Pleistocene monsoon record from Hulu
Cave, China. Science 294 (5550), 2345–2348.

Weaver, A.J., Saenko, O.A., Clark, P.U., Mitrovica, J.X., 2003. Meltwater pulse 1A from
Antarctica as a triggerof theBolling–Allerodwarmperiod. Science299,1709–1713.

Weertman, J.,1964. The theoryof glacier sliding. Journal ofGlaciology5 (39), 287–303.
Wolff, E.W., et al., 2006. Southern Ocean sea-ice extent, productivity and iron flux

over the past eight glacial cycles. Nature 440, 491–496.
Yokoyama, Y., Lambeck, K., De Deckker, P., Johnston, P., Fifield, L.K., 2000. Timing of

the Last Glacial Maximum from observed sea-level minima. Nature 406 (6797),
713–716.

M. Siddall et al. / Quaternary Science Reviews 29 (2010) 410–423 423


	Changing influence of Antarctic and Greenlandic temperature records on sea-level over the last glacial cycle
	Introduction
	Model
	Equilibrium sea-level
	The time scale of sea-level response

	Data and simulations
	Sea-level data
	The termination and Holocene (19ka BP11Here BP will refer always to calendar years before 1950.-present)
	The last glacial cycle excluding TI/H (LGC, 120-20ka BP)

	Temperature data
	The scenario forced by Antarctic temperature (‘the AA scenario’)
	The scenario forced by Greenlandic temperature (‘GL scenario’)
	The mixed scenario

	Simulations

	Results
	Termination I and Holocene (TI/H, 20ka BP-present)
	The last glacial cycle (LGC) excluding T1/H (120-20ka BP)
	The complete LGC (120-20ka BP)
	Varying contributions through the LGC prior to T1/H (120-20ka BP)


	Synthesis and discussion
	Construction of a ‘bipolar switch’ sea-level model
	Changing influences on ice sheets over the glacial cycle
	Causes of the bipolar switch
	Characterising the climate states across the bipolar switch
	Triggers for the bipolar switch - insolation and sea ice
	A note on the seasonality hypothesis

	Ice sheet contributions
	Limitations of the model - scope for further study

	Conclusions
	Acknowledgements
	References


